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ABSTRACT
The quadratic unconstrained binary optimization (QUBO) is re-

cently gathering attention in conjunction with quantum annealing

(QA), since it is equivalent to finding the ground state of an Ising

model. Due to the limitation of current QA systems, classical com-

puters may outperform them. Researchers have thus been proposed

to solve QUBO on FPGAs, GPUs, and special purpose processors. In

this paper, we propose an adaptive bulk search (ABS), a framework

for solving QUBO that can perform many searches in parallel on

multiple GPUs. It supports fully-connected Ising models with up

to 32k spins and 16-bit weights. In our ABS, a CPU host performs

genetic algorithm (GA) while GPUs asynchronously perform local

searches. A bottleneck for solving QUBO exists in the evaluation

of the energy function, which requires O(n2) computational cost

for each solution. We show this can be reduced to O(1) in our ABS.

The experimental results show that, with four NVIDIA GeForce

RTX 2080 Ti GPUs, our framework can search up to 1.24 × 1012

solutions per second. We also show that our system quickly solves

maximum cut and traveling salesman problems.

CCS CONCEPTS
• Theory of computation→ Optimization with randomized
search heuristics; • Computing methodologies → Graphics
processors; •Computer systems organization→Quantum com-
puting.
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1 INTRODUCTION
Quantum computation has recently attracted attention in the field

of both academic [14] and industrial [2] communities. It can be

divided into two main types: universal quantum computing [4] and

quantum annealing (QA) [11, 17]. QA, on which we focus in this

paper, is specially designed for solving combinatorial optimization

problem based on statistical mechanical models such as Ising mod-

els. The Isingmodel simply represents ferromagnetism consisting of

spins S = (s0, s1, . . . , sn−1) where si = ±1, interaction Ji j between
si and sj , and the external magnetic field h0,h1, . . . ,hn−1. The goal
of QA is to find the ground state of the Ising model, i.e., the state of

the spins that minimizes the HamiltonianH = −
∑

Ji jsisj −
∑
hisi .

The Ising model has a potential for solving a wide range of com-

binatorial optimization problems, including Karp’s 21 NP-complete

problems [20, 21], real-world applications [23, 28], and machine

learning [8, 9]. For solving these problems, QA has already been

developed by D-Wave systems [16]. However, a current commercial

system called D-Wave 2000Q provides a limited number of spins

(2048 spins) and sparse interaction (given by a Chimera graph).

In the graph, a vertex and an edge denote a spin and an interac-

tion, respectively. There exist no interactions if two spins are not

connected in the graph. Hence, minor-embedding, which is NP-

hard [5], is needed for fitting the Chimera graph. If the interactions

are fully-connected, D-Wave 2000Q solves at most 64-spin problems.

In addition, the ground state is not always attained due to environ-

mental effects [1]. A few studies suggest that classical simulated

https://doi.org/10.1145/nnnnnnn.nnnnnnn
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annealing is better than QA [3]. It is thus difficult to obtain good

solutions for practical problems at least now.

The optimization problem for the Ising model can equivalently

be converted into the quadratic unconstrained binary optimization
(QUBO) problem, and vice versa. QUBO has been studied from

1960s [12] in the field of combinatorial optimization. QUBO is

known as NP-hard [26]. While exact methods are studied, the size

of problems is restricted; for example, up to 200 bits [19]. We hence

need heuristic algorithms such as simulated annealing (SA) and

genetic algorithm (GA). Many researchers and developers recently

study on solving QUBO or Ising models on special purpose proces-

sors and hardware accelerators such as field programmable gate

arrays (FPGAs) and graphical processing units (GPUs).

Inagaki et al. proposed a coherent Ising machine, an Ising model

solver based on photonic technologies [15]. Experimental results

are currently reported for small Ising models with 2000 spins. Mat-

subara et al. proposed to use an FPGA that efficiently performs a

Markov-chain Monte-Carlo search [22]. It supports only 1,024 spins

and attains 20.4G search rate, which our proposed system in this

paper outperforms by 60×. Yamaoka et al. proposed Ising computer

using CMOS circuits [30]. It supports 20k (=20,480) spins, but the

possible interactions can have only three values (+1, 0, −1). Goto et
al. proposed a simulated bifurcation (SB), which is an alternative

algorithm to conventional QA. They implement them on a GPU

cluster [13] and an FPGA [29]. Okuyama et al. proposed momen-

tum annealing (MA) [25], which updates all spins simultaneously

by converting an Ising model to bipartite graphs with two times

larger spins. This means that the required memory size for storing

interactions increases by two times. MA also requires mapping to a

bipartite graph and carefully setting parameters called momentum

coupling.

An instance of a QUBO problem is given by a weight matrix
W = (Wi j ) (0 ≤ i, j < n), an n × n symmetric matrix of numbers

called weights such thatWi j =Wji holds. Each bit corresponds to a

spin of the Isingmodel, but its value is 0 or 1, instead of+1 or−1. The

objective of the QUBO is to find an n-bit vector X = x0x1 · · · xn−1
such that the energy function E(X ) is minimized for given weight

matrix. The energy function is defined as

E(X ) B XTWX =
∑

0≤i , j<n
Wi jxix j . (1)

Figure 1 shows an example of QUBO. Eq. (1) clearly suggests that the

computation of the energy requires O(n2) computational cost, i.e.,

the total number of executed instructions. Thus, the computational

cost prevents us from solving QUBO.

In this paper, we consider an algorithm that enables us to reduce

the computational cost to O(1) per one solution. We call the com-

putational cost for evaluating the energy per one solution search
efficiency. The idea here is to compute the energy of a neighbor

solution based on the change of the energy. For later references,

we define two functions. For an n-bit vector X = x0x1 · · · xn−1,
let flipk (X ) be a function that returns an n-bit vector obtained by

flipping the k-th bit of X , i.e.,

flipk (X ) B x0x1 · · · xk−1xkxk+1 · · · xn−1. (2)

1 −1 2 −2

−1 5 3 4

2 3 −3 −5

−2 4 −5 4
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<latexit sha1_base64="dpuGg8LS9yjqpR9aDkZbVyx1DoI=">AAACEHicbZDLSgMxFIYz9VbrbdSlm8FinaG0TKYVuykURXBZwV6gHUomTdvQzIUkI5TSR3Djq7hxoYhbl+58G9PLQlsPJHz8/zkk5/ciRoW07W8tsba+sbmV3E7t7O7tH+iHR3URxhyTGg5ZyJseEoTRgNQklYw0I06Q7zHS8IbXU7/xQLigYXAvRxFxfdQPaI9iJJXU0c9vTGhDaGXKMGvmCla2mHVMR6FjqevCstrtVKacK3X0tJ23Z2WsAlxAGiyq2tG/2t0Qxz4JJGZIiBa0I+mOEZcUMzJJtWNBIoSHqE9aCgPkE+GOZwtNjDOldI1eyNUJpDFTf0+MkS/EyPdUp4/kQCx7U/E/rxXLXskd0yCKJQnw/KFezAwZGtN0jC7lBEs2UoAwp+qvBh4gjrBUGaZUCHB55VWoO3lYyDt3xXTlahFHEpyAU2ACCC5BBdyCKqgBDB7BM3gFb9qT9qK9ax/z1oS2mDkGf0r7/AHDVpWA</latexit>

E(X) = XTWX
<latexit sha1_base64="mm7NX63KDL9zzvr4bAunKV79zeI=">AAAB/nicbVDLSgMxFM34rPU1Kq7cBItQN2WmCroRiiK4rNDHQDuWTJq2oUlmSDJCGQb8FTcuFHHrd7jzb8y0s9DWA4HDOfdyT04QMaq043xbS8srq2vrhY3i5tb2zq69t99SYSwxaeKQhdILkCKMCtLUVDPiRZIgHjDSDsY3md9+JFLRUDT0JCI+R0NBBxQjbaSefXhb9k6vvIeky5EeSZ400rTt9eySU3GmgIvEzUkJ5Kj37K9uP8QxJ0JjhpTquE6k/QRJTTEjabEbKxIhPEZD0jFUIE6Un0zjp/DEKH04CKV5QsOp+nsjQVypCQ/MZBZSzXuZ+J/XifXg0k+oiGJNBJ4dGsQM6hBmXcA+lQRrNjEEYUlNVohHSCKsTWNFU4I7/+VF0qpW3LNK9f68VLvO6yiAI3AMysAFF6AG7kAdNAEGCXgGr+DNerJerHfrYza6ZOU7B+APrM8fiI+VOg==</latexit>

Figure 1: An example of a QUBO problem with n = 4.

For a bit x , let φ(x) be a function defined as

φ(x) B

{
+1 if x = 0,

−1 if x = 1.
(3)

Clearly,φ(x) = 1−2x holds. Let us now consider∆k (X )= E(flipk (X ))
−E(X ), i.e., the amount of change of the energy if the k-th bit in X
is flipped. When xk is flipped, the energy changes byWki +Wik =

2Wki for i , k and xi = 1, and also byWkk . Thus we can write

∆k (X ) = φ(xk )

(
2

∑
i,k

Wkixi +Wkk

)
. (4)

The idea here is to retain the values of ∆k (X ) for all k (0 ≤ k <
n). Consequently we can compute all of the energy E(flip

0
(X )),

E(flip
1
(X )), . . ., E(flipn−1(X )) for all of the n neighbor solutions by

E(flipk (X )) = E(X ) + ∆k (X ). (5)

The value of ∆i (flipk (X )) can be computed by

∆i (flipk (X )) =

{
−∆i (X ) if k = i,

∆i (X ) + 2Wikφ(xi )φ(xk ) if k , i .
(6)

The derivation of this formula will be shown in Section 2. In this

paper, we propose an algorithm where this O(1) search efficiency

is always possible while it can be combined with GA.

In our algorithm, the evaluation of the energy is performed only

by GPUs in parallel. A GPU is a specialized circuit originally de-

signed to accelerate computation for building and manipulating

images. Latest GPUs are designed for general-purpose computing,

and hence they are now used for accelerating various applications.

Since GPU architecture is built around a scalable array of multi-

threaded processors, each thread can compute the value of ∆i (X ) by
Eq. (6) in parallel, and consequently the time complexity becomes

small. Moreover, all of the values are stored in a register file, which

keeps the access latency low. Thus GPU can efficiently perform a

local search.

Based on the algorithm above, we propose an adaptive bulk search
(ABS), a framework for solving QUBO consisting of a CPU host and

multiple GPUs. The main concept of ABS is to perform a genetic
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algorithm and local searches in bulk by exploiting GPU resources.

Starting from random bit vectors, a CPU performs genetic algorithm

for a global search and asks GPUs to perform local searches with

selected solutions (called target solutions). A GPU performs a large

number of local searches for the target solutions in parallel, and

returns the best-found solutions. Here, we can flip arbitrary bits on

the basis of the values of ∆i (X ) for all i (0 ≤ i < n) with any policy,

including a greedy algorithm and SA. Thus, we can adaptively

change the local search algorithm. Combining GA and a local search

makes it impossible to keep O(1) search efficiency, because iterative

local search steps must start with different solutions. To avoid

this drawback, we propose a straight search, a search algorithm

from generation to generation. In addition, a host never computes

the energy function. In this way our ABS maintains O(1) search

efficiency. Our implementation on NVIDIA GeForce RTX 2080 Ti

GPUs supports any QUBO problems with up to 32k variables (bits)

and 16-bit weights. We exploit GPU resources so that the occupancy

becomes 100% and show that our ABS can search up to 1.24T (1.24×

10
12
) solutions per second.

The structure of the paper is as follows. Section 2 discusses al-

gorithms for solving QUBO by introducing search efficiency. After

we show a naive local search algorithm, we improve the search

efficiency, which will finally be reduced to O(1). We also propose

a method for combining genetic algorithm and local search algo-

rithms. In Section 3, we show the implementation of the proposed

ABS written in CUDA C, which exploits resources of GPU archi-

tecture. The proposed system is experimentally evaluated in terms

of time-to-solution and throughput in Section 4. Finally Section 5

concludes the paper.

2 ALGORITHMS
In this section, we propose a local search algorithm, a genetic al-

gorithm, and their combination. Asymptotic analysis using search

efficiency shows the computational cost of our algorithm.

2.1 Local search algorithm
Let us start with a naive local search algorithm. Again, we use a

function flipk (X ) that returns an n-bit vector obtained by flipping

the k-th bit of X = x0x1 · · · xn−1. Since the Hamming distance

between X and flipk (X ) is one, we regard flipk (X ) as a neighbor
solution of X . Using this neighbor function, we can perform a local

search shown in Algorithm 1.

The accept function depends on metaheuristics. Simulated an-

nealing (SA) is one of thewell-studiedmetaheuristics. In SA, a neigh-

bor solution is probabilistically accepted according to the amount

of the change of the energy, denoted by ∆E [18]. In Algorithm 1,

∆E is equal to E(flipk (X ))−E(X ). The acceptance probability p(∆E)
is

p(∆E) =

{
1 if ∆E ≤ 0,

exp(−∆E/kBt) if ∆E > 0,
(7)

where t is temperature and kB is some constant (in nature, Boltz-

mann’s constant). The temperature t is initially set to be high and

reduced gradually. To obtain good solutions, we must carefully set

such parameters and functions for cooling temperature.

Algorithm 1 A naive local search with O(n2) search efficiency

1: E(X ) ←
∑
0≤i , j<nWi jxix j

2: E(B) ← E(X ) ▷ best energy

3: loop
4: randomly select a bit xk (0 ≤ k < n) in X = x0x1 · · · xn−1.
5: generate a neighbor solution flipk (X ) = X ′.
6: E(flipk (X )) ←

∑
0≤i , j<nWi jx

′
ix
′
j .

7: if accept(E(X ), E(flipk (X ))) == true then
8: X ← flipk (X )
9: if E(X ) < E(B) then
10: B ← X ▷ update best solution

11: end if
12: end if
13: end loop
14:

15: function accept(E(X ), E(flipk (X )))
16: return true or false ▷ depending on metaheuristics

17: end function

Let us evaluate the computational cost for the SA. Letm be the

number of iterations of the search step. For a given n-bit vector X ,

the value of E(X ) can be computed with O(n2) computational cost

by evaluating Eq. (1). Hence, the SA withm search steps requires

O(n2m) computational cost. Next, let us introduce a performance

index for evaluating the performance of search algorithms called a

search efficiency.

Definition 1. Search efficiency is the computational cost divided
by the number of evaluated solutions. In other words, it denotes the
expected number of operations necessary to evaluate the energy for
one solution.

In a naive local search, O(n2) computational cost is required for

each solution. Thus, we have

Lemma 1. The search efficiency of a local search in Algorithm 1 is
O(n2).

Suppose that we know the value of energy function E(X ) for an
instance of QUBO withW = (Wi j ) (0 ≤ i, j < n) and an n-bit vector
X = x0x1 · · · xn−1. Let us consider the value of E(flipk (X )), i.e., the
energy when xk is flipped. This value depends on the value of xk .
If xk = 0, then the energy increases byWkk ,Wk j , andWjk for all j
such that j , k and x j = 1. Thus, if xk = 0, then E(flipk (X )) can be

written as

E(flipk (X )) = E(X ) + 2
∑
j,k

Wk jx j +Wkk . (8)

Similarly, if xk = 1, then the energy increases by −Wkk , −Wk j , and

−Wjk for all k such that j , k and x j = 1. Thus E(flipk (X )) can be

written as

E(flipk (X )) = E(X ) − 2
∑
j,k

Wk jx j −Wkk . (9)

Combining Eqs. (8) and (9), we have

E(flipk (X )) = E(X ) + φ(xk )
©­«2

∑
j,k

Wk jx j +Wkk
ª®¬ . (10)



Conference’17, July 2017, Washington, DC, USA Ryota Yasudo, Koji Nakano, Yasuaki Ito, Masaru Tatekawa, Ryota Katsuki, Takashi Yazane, and Yoko Inaba

Recall that φ(x) is a function φ(x) : {0, 1} → {+1,−1}. Using

Eq. (10), we can compute E(flipk (X )) with O(n) computational cost

if we know E(X ) in advance. Therefore the SA withm search steps

can evaluate E(X ) for at mostm + 1 solutions X with O(n2 +mn)
computational cost.

This difference computation reduces computational cost from

Algorithm 1 to Algorithm 2. Since the algorithm can searchm + 1
solutions with O(n2 +mn) computational cost, we have

Lemma 2. The search efficiency of a local search in Algorithm 2
withm search steps is

O(n2 +mn)

m + 1
= O

(
n +

n2

m

)
.

Algorithm 2 A local search with O(n + n2

m ) search efficiency

1: E(X ) ←
∑
0≤i , j<nWi jxix j

2: E(B) ← E(X ) ▷ best energy

3: loop
4: randomly select a bit xk (0 ≤ k < n) in X = x0x1 · · · xn−1.
5: generate a neighbor solution flipk (X ).

6: E(flipk (X )) ← E(X ) + φ(xk )
(
2

∑
j,kWk jx j +Wkk

)
.

7: if accept(E(X ), E(flipk (X ))) == true then
8: X ← flipk (X )
9: if E(X ) < E(B) then
10: B ← X ▷ update best solution

11: end if
12: end if
13: end loop
14:

15: function accept(E(X ), E(flipk (X )))
16: return true or false ▷ depending on metaheuristics

17: end function

Next, we reduce the search efficiency by computing E(flipi (X ))

for all i (0 ≤ i < n). From Eq. (10), it takes O(n) × n = O(n2)
computational cost to compute all of them. To reduce the cost, we

retain

∆k (X ) B E(flipk (X )) − E(X ) (11)

=

{
2

∑
j,kWk jx j +Wkk if k = 0,

−2
∑
j,kWk jx j −Wkk if k = 1

(12)

= φ(xk )
©­«2

∑
j,k

Wk jx j +Wkk
ª®¬ . (13)

for all k (0 ≤ k < n). Obviously ∆k (X ) denotes the change of energy
after we flipxk inX . Since E(flipk (X )) = E(X )+∆k (X ) holds, we can
compute the energy function E(flipk (X )) for all k (0 ≤ k < n) with
O(1) ×n = O(n) computational cost if we know E(X ) and ∆k (X ) in
advance. In the following, we show the algorithm to achieve this.

Suppose that we know the value of ∆i (X ) for all i (0 ≤ i < n).
Now let us consider ∆i (flipk (X )), i.e., the change of ∆i after we flip
xk in X . This value depends on the situations which can be divided

into the following five cases.

Case 1: i = k . In this case, ∆i (flipk (X )) is clearly equal to −∆i (X ),
regardless of the value of xi (= xk ).

In the remaining cases, we assume that i , k holds.

Case 2: xi = 0, xk = 0 → 1. Before xk is flipped,Wik andWki
never affect ∆i ; however, after xk is flipped to be 1, they start to

affect ∆i . Thus, we have

∆i (flipk (X )) = ∆i (X ) + 2Wik . (14)

Case 3: xi = 0, xk = 1 → 0. Contrary to Case 2,Wik andWki
cease to affect ∆i after xk is flipped. Thus, we have

∆i (flipk (X )) = ∆i (X ) − 2Wik . (15)

Case 4: xi = 1, xk = 0→ 1. If xi = 1, then we just have to invert

signs in Eq. (14) or (15); in Case 4, Eq. (14) because xk is the same

as Case 2. As a result, Case 4 satisfies Eq. (15).

Case 5: xi = 1, xk = 1→ 0. Contrary to Case 4, Case 5 satisfies

Eq. (14).

In summary, Eq. (14) holds if xi = xk , and Eq. (15) holds if

xi , xk . Thus, we can write

∆i (flipk (X )) = ∆i (X ) + 2Wikφ(xi )φ(xk ). (16)

Note that φ(x)2 = 1 and φ(x)φ(x) = −1 hold. To exploit Eq. (16),

let us consider to start initialization with a zero vector 0 = 00 · · · 0.

Clearly, E(0) = 0 and ∆i (0) =Wii hold, and thus they can be com-

puted in O(n). Subsequently, we can search at most n solutions

until a solution becomes the given solution X ′ as shown in Al-

gorithm 3. Since the computation for n solutions until an initial

solution and subsequentm solutions respectively require O(n2) and
O(mn) computational costs, we have

Lemma 3. The search efficiency of a local search in Algorithm 3
withm search steps is

O(n2 +mn)

n +m
= O(n).

As we stated above, one of the drawbacks of a conventional local

search is that a neighbor solution would hardly be accepted, espe-

cially if a solution is near local minimum. This drawback decreases

the number of flips per unit time. To avoid this, we force to flip a bit

in every iteration. Fortunately, it is easy to do this by using ∆i again.
Suppose that we know ∆i for all i (0 ≤ i < n). This means that we

know n neighbor solutions, and thus we can arbitrary choose one of

them on the basis of their energy. From E(flipj (X )) = E(X )+∆j (X ),
we can evaluate the energy of n neighbor solutions such that 1 bit is

flipped with O(n) computational cost. In the initialization step and

m iterations of the search step, the energy of at most (n +m)n solu-

tions is evaluated with O(n2 +mn) computational cost. Ultimately,

we can design Algorithm 4, and we have

Theorem 1. The search efficiency of the local search in Algorithm 4
withm search steps is

O(n2 +mn)

n2 +mn
= O(1).

In Algorithm 4, we can use any selection policy. In this paper, we

adopt the following selection policy shown in Figure 2. The main

concept is extracting some bits from a bit vector and then flipping

a bit xi with the minimum ∆i . It forces a bit flip obviously. If the



Adaptive Bulk Search: SolvingQuadratic Unconstrained Binary Optimization Problems on Multiple GPUs Conference’17, July 2017, Washington, DC, USA

Algorithm 3 A local search with O(n) search efficiency

Require: X = 00 · · · 0 and di = 0 for all i (0 ≤ i < n) ▷ di retains
∆i (X )

1: E(X ) ← 0

2: E(B) ← E(X ) ▷ best energy

3: repeat
4: select a k-th bit such that x ′k = 1.

5: for all i (0 ≤ i < n and i , k) do
6: di ← di + 2Wikφ(xi )φ(xk )
7: end for
8: E(X ) ← E(X ) + dk
9: dk ← −dk
10: xk ← xk = 1 − xk ▷ flip xk
11: if E(X ) < E(B) then
12: B ← X ▷ update best solution

13: end if
14: until X = X ′

15: loop
16: randomly select a bit xk (0 ≤ k < n) in X = x0x1 · · · xn−1.
17: generate a neighbor solution flipk (X ).
18: for i ← 0,n − 1 do
19: di ← di + 2Wikφ(xi )φ(xk )
20: end for
21: evaluate E(flipk (X )).
22: if accept(E(X ), E(flipk (X ))) == true then
23: X ← flipk (X )
24: if E(X ) < E(B) then
25: B ← X ▷ update best solution

26: end if
27: end if
28: end loop
29:

30: function accept(E(X ), E(flipk (X )))
31: return true or false ▷ depending on metaheuristics

32: end function

number of extracted bits is n (i.e., all of the bits in a bit vector),

the algorithm becomes the same as a greedy algorithm because

the best neighbor solution is always selected. In contrast, if the

number of extracted bits is 1, a bit is selected randomly. Thus, the

number l of extracted bits is similar to the temperature of SA. Note,

however, that the larger l corresponds to the lower temperature.

As with parallel tempering [10], we can set a different temperature

for each search. Extracted bits can be randomly selected, but we

deterministically select them by introducing an offset. When an

offset is a, the bits xa, xa+1, . . . , xa+l−1 are selected, and then the

offset changes to (a + l) mod n. This algorithm requires no ran-

dom number generation unlike conventional SA, and consequently

the computational complexity are small, while it provides good

solutions because it is combined with GA introduced below and

GPU-based highly parallel processing. Note that, while this policy

compares l solutions, n solutions are evaluated at once and a so-

lution other than compared l solutions can be selected if the best

solution is updated by selecting it.

Algorithm 4 Proposed local search with O(1) search efficiency

Require: X = 00 · · · 0 and di = 0 for all i (0 ≤ i < n) ▷ di retains
∆i (X )

1: E(X ) ← 0

2: E(B) ← E(X ) ▷ best energy

3: repeat
4: select a k-th bit such that x ′k = 1.

5: for all i (0 ≤ i < n and i , k) do
6: di ← di + 2Wikφ(xi )φ(xk )
7: if E(X ) + di < E(B) then
8: B ← flipi (X ) ▷ update best solution

9: end if
10: end for
11: E(X ) ← E(X ) + dk
12: dk ← −dk
13: xk ← xk = 1 − xk ▷ flip xk
14: until X = X ′

15: loop
16: arbitrarily select a bit xk (0 ≤ k < n) in X ▷ based on

selection policy

17: for all i (0 ≤ i < n and i , k) do
18: di ← di + 2Wikφ(xi )φ(xk )
19: if E(X ) + di < E(B) then
20: B ← flipi (X ) ▷ update best solution

21: end if
22: end for
23: E(X ) ← E(X ) + dk
24: dk ← −dk
25: xk ← xk = 1 − xk ▷ flip xk
26: end loop

0010110110011100

offset

0010100110011100

0010100110011100

offset

flip x5
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Figure 2: A selection policy without random numbers used
in our ABS.

2.2 Genetic algorithm
2.2.1 Genetic algorithm in a host. A genetic algorithm (GA) is one
of the well-known metaheuristics inspired by biological evolutions
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with mutations, crossover, and selection. Several solutions are rep-

resented as a genetic representation, which is typically a bit vector,

and each solution has fitness. The average fitness increases as with
natural selection. A GA generally consists of the following steps.

Step 1: Initialize solutions.
Step 2: Compute fitness of the solutions.

Step 3: Perform mutation, crossover, or copy for the next genera-

tion.

Step 4: Go back to Step 2.

A solution of QUBO is originally a bit vector, and hence the

solution itself can be used for a genetic representation. A fitness

corresponds to the energy function. A mutation generates a new

solution from one selected solution with flipping some random bits.

A crossover generates a new solution from two solutions called

parents so that each bit is randomly selected from either of the

parents.

We combine GAwith a local search; a host CPU and a device GPU

perform GA and local search, respectively. After a new solution X
is generated, typical GA adopts it for the next generation as it is.

However, we can obtain better solutions similar toX by using a local

search. Thus, we perform a local search between two generations

and consequently the objective function improves. Furthermore,

a CPU does not need to compute the fitness, because a CPU just

stores the solution to a target buffer.

One of the drawbacks of GA is that it may lead to premature

convergence when an extremely good solution is found, especially

it is combined with a local search. Thus, we keep the solutions

distinct to avoid premature convergence. After a local search ends,

the best solution during the search is inserted only if the same

solution does not exist in the solution pool. Hence, a solution pool

is always sorted by the value of energy, and binary search checks

whether the same solution exists and computes the index to insert

with O(logn) computational cost. At this point, the worst solution

in the solution pool is replaced with the new solution.

2.2.2 Straight search in a GPU. Unfortunately, combining GA and

a local search prevents the difference computation of the energy de-

scribed in Section 2.1. This is because a local search must start with

a new solution generated by GA. Thus, thirdly, we propose an algo-

rithm called a straight search to enable the difference computation.

Suppose that there is a known solution X and a new solution X ′

Starting from a known solutionX , it flips a bit so that the Hamming

distance to X ′ decreases until X becomes the same as X ′. Thus,
the number of flips corresponds to the Hamming distance between

X and X ′. Since it starts from a known solution, the difference

computation is possible, and besides a local search is performed

at the same time. A bit k is greedily selected so that ∆k becomes

minimum. A straight search also enables to escape from a local

minimum because returning to the visited solutions is prohibited.

In other words, a straight search generalizes the first half of Algo-

rithm 4 so that X is arbitrary. Figure 3 illustrates a concept of a

straight search, and a pseudo-code is shown in Algorithm 5.

In our ABS, each CUDA block performs straight search and a

local search alternately as shown in Figure 4.

Algorithm 5 Straight search

Require: X = x0x1 · · · xn−1 and X
′ = x ′

0
x ′
1
· · · x ′n−1

1: E(B) ← E(X )
2: repeat
3: compute minimum ∆k such that xk , x ′k . ▷ greedily select

a bit

4: for all i (0 ≤ i < n and i , k) do
5: di ← di + 2Wikφ(xi )φ(xk )
6: end for
7: E(X ) ← E(X ) + dk
8: dk ← −dk
9: xk ← xk = 1 − xk ▷ flip xk
10: if E(X ) < E(B) then
11: B ← X ▷ update best solution

12: end if
13: until X = X ′

X X’

≈

≈

≈
❌

prohibited

the best neighbor is selected

Figure 3: An overview of a straight search from X to X ′ such
that the Hamming distance between them is four.

3 IMPLEMENTATION
Figure 5 illustrates an overview of our proposed system. It consists

of a CPU host and multiple GPUs. Target and solution buffers are

located in a global memory that can be accessed by both a host

and a device, and thus they can exchange data via this memory. In

general, the host manages the solutions and stores a target solu-
tion T generated by GA, and a CUDA block in a GPU executes a

local search from one of the target solutions and stores the best-

found solution B and its energy EB . A host and a device do not

communicate with each other directly, but rather exchange data

indirectly via a global memory. As a result, each CUDA block runs

asynchronously, and hence the overhead for synchronization is

avoided. In the following we describe the details of the system.

3.1 CPU Host
A CPU host manages a solution pool consisting ofm solutions X0,

X1, . . ., Xm−1 and corresponding values of the energy function
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Figure 4: Iterative search with a straight search and a local search. Note that the iteration i starts with the last solution in the
iteration i − 1, which enables efficient computation of the energy.
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Figure 5: An overview of our proposed system consisting of a CPU and multiple GPUs.

E(X0), E(X1), . . ., E(Xm−1). They are kept distinct from each other

and sorted to be E(X0)< E(X1)< · · · < E(Xm−1).
The operations of the host consist of the following steps.

Step 1: Initialize the solution pool and the target buffer.

Step 2: Wait for new solutions stored by GPU.

Step 3: If new solutions have been stored, insert them to the solu-

tion pool.

Step 4: Generate and store new target solutions, and go back to

Step 2.

In Step 1, the solutions are initially set to be random bit vectors,

and the energy values are +∞ in the sense that they are not com-

puted. In the ABS, a host never computes the energy function. In

Step 2, a host repeatedly reads the value of the global counter by

using cudaMemcpyAsnyc function. Once the value increases, which
means a GPU have stored new solutions to a solution buffer, a

host goes to Step 3. In Step 3, a host inserts new solutions to the

solution pool. As we describe above, the solutions in the solution

pool must be sorted by the value and differ from each other. To

satisfy these conditions, we use binary search, which enables us to

check whether the new solution is in the solution pool and detect

the location to insert in O(logm) time. In Step 4, a host generates

and stores new target solutions by GA. The number of generated

solutions is set to be the same as the number of newly arrived

solutions generated by a device.

3.2 GPU Device
Our method is implemented on a graphics processing unit (GPU)

consisting of multiple streaming multiprocessors. NVIDIA provides

a parallel computing architecture called compute unified device ar-
chitecture (CUDA), which includes a general-purpose computing

platform and programming model [6]. CUDA enables us to access

a virtual instruction set and memories using high-level languages

such as C/C++. CUDA programming model consists of three lay-

ers: threads, blocks, and grids. A block consists of several threads,

and a grid consists of several blocks. A multithreaded program is
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partitioned into blocks of threads so that a GPU with more mul-

tiprocessors will automatically execute the program in less time

than a GPU with fewer multiprocessors. We call a block of threads

in terms of CUDA programming model a CUDA block. A GPU can

retain data in three memory locations: a global memory, a shared

memory, and a register file. We store a best solution B and energies

EB and EX in a shared memory and store a current solution X

and ∆i (0 ≤ i < n) in a register file. We implement the ABS on

NVIDIA GeForce RTX 2080 Ti GPU (Turing Architecture, Compute

Capability 7.5) [7] in CUDA C. It has 64-KB shared memory, 1024

threads (32 warps), 64K 32-bit registers per multiprocessor, an 11GB

global memory (GDDR6 SDRAM), and 68 multiprocessors.

Each CUDA block independently executes local searches. Each

thread handles one or more bits of a solution. Let p denote bits per
thread, that is, the number of bits handled by a thread. In a GPU we

use, a CUDA block has at most 1024 threads. Thus p is equal to one

for n-bit QUBO problems, and it exceeds one if n is more than 1024.

A thread has the value of p bits and corresponding values of ∆ (i.e.,

they are stored in a register file). Using a register file, we can update

the energy with low latency. Since each thread has 64 registers, our

system can support up to 32k-bit QUBO problems. As a result, a

thread i performs the computation of ∆ip , ∆ip+1, . . . , ∆ip+p−1. The
total size of data limits the number of warps (a group of 32 threads)

executed in parallel. Our implementation attains 100% occupancy,

i.e., the ratio of the number of resident warps to the maximum

number of warps supported by the hardware.

The operations of a device consist of the following steps.

Step 1: Initialize the variables.
Step 2: Read a target solution T .
Step 3: Reset the best solution B and its energy EB .

Step 4a: Perform a straight search from a current solution C to a

target solution T .
Step 4b: Perform a local search from T to C ′, which corresponds

to C in the next iteration.

Step 5: Store the best solution B found in Step 4 and its energy EB
to the solution buffer, and go back to Step 2.

In Step 1, the variables are initialized as shown in Figure 5. Recall

that starting from a zero vector enables O(1) search efficiency. At

this point, ∆i is set to beWii by accessing the global memory. In

Step 2, a CUDA block reads a target solution T from the target

buffer. In Step 3, the best solution B is reset for avoiding premature

convergence. In Step 4a, a CUDA block performs a straight search

from C to T . Here the number of flips is equal to the Hamming

distance betweenC andT , and thus the execution time varies. This

variation may produce an overhead for synchronization between

CUDA blocks, but it is avoided because each CUDA block operates

asynchronously. In Step 4b, a CUDA block performs an arbitrary

local search from T with the fixed number of flips. The resulting

solution C ′ corresponds to C in the next iteration, and hence the

search efficiency remains O(1). In Step 5, a CUDA block stores the

best solution B found in Step 3 and its energy EB to the solution

buffer. Since the best solution is reset in Step 2, the already stored

solution is ignored, and hence various solutions can be stored.

4 EXPERIMENTAL RESULTS
This section provides our experimental results and discussion. We

evaluate our ABS in terms of two metrics: the time-to-solution and

the search rate. For each parameter, we show the average in ten

times of measurement. Time-to-solution denotes the time to obtain

a target solution, which is typically the exact solution or the best-

known solution. The search rate is the number of total solutions

searched by a system per second, which is used in [22]. Our ABS is

implemented on a multi-GPU system consisting of four NVIDIA

GeForce RTX 2080 Ti GPUs and an 18-core Intel Core i9-9980XE

CPU (3.00 GHz).

4.1 Benchmarks
Our proposed system is evaluated for QUBO problems with up to

32k spins and 16-bit weights. We use the following three bench-

marks for QUBO, including easy and hard instances.

4.1.1 Max-Cut problem. The Max-Cut problem is one of Karp’s

21 NP-complete problems, a problem of finding a maximum cut

in a graph. It is known that the Max-Cut problem is equivalent

to solving Ising models: a spin and an interaction correspond to a

vertex and a weight of an edge in a graph, respectively.

TheMax-Cut can be formulated by QUBO as follows. Let a vertex

in a graph correspond to a bit xi in QUBO and divide the vertices

into two groups by their values (0 or 1). We set weights by

Wi j =

{
Gi j if i , j,

−
∑
0≤k<n Gik if i = j,

(17)

whereGi j (= G ji ) denotes a weight between vertex i and vertex j in
an original graph. Obviously,Wii is the negation of the degree of

a vertex i andWi j (i , j) is the edge weight between two vertices

i and j. Let V0 and V1 be the set of a vertex i such that xi = 0 and

xi = 1, respectively. By the values ofWii , the negation of the energy

includes the sum of weights from the vertices in V1. They include

the weights between a vertex in V1 and that in V0, and the weights

between two vertices in V1. The latter weights are subtracted by

Wi j+Wji = 2Gi j , and consequently the cut weights remain. Figure 6

shows an example of QUBO formulation of the Max-Cut. In the

figure, the edge weights of an original graph are one. The Max-Cut

is widely used as a benchmark for QUBO solvers [13, 15, 25]. In

particular, G-set benchmark [31] is commonly used, and we also

adopt it.

4.1.2 TSP. The traveling salesman problem (TSP) is a well-known

NP-hard problem in combinatorial optimization. It is reported that c-
city TSP can be converted into a (c−1)2-bit QUBO problem [21], and

we convert some symmetric TSPs obtained from traveling salesman

problem library (TSPLIB) [24, 27] into QUBO problems. Figure 7

illustrates an example of TSP represented by QUBO formulation.

When we arrange a solution of TSP QUBO in a matrix, a column

and a row denote the order and the city, respectively. A city i is
visited in the j-th order if a bit in the column j and the row i is one.
A solution is hence valid only if each row and each column has

exactly one bit whose value is 1. To guarantee this condition, we add

penalties whose value is twice as much as the maximum distance.

Hence, the Hamming distance of two different solutions is at least

four, and four bit-flips are needed to obtain a valid different solution
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Figure 7: An example of a solution of 5-city TSP formulated
by QUBO. Note that the visit order of city E is omitted for
reducing the number of bits.

when a local search is used. In general, TSP QUBO problems are

thus hard QUBO instances.

4.1.3 Synthetic random problems. A synthetic random problem is

a QUBO problem such that all of the weights inW is randomly set

in 16 bits, i.e.,Wi j ∈ [−32768, 32767]. While the optimal solution is

unknown, heuristic methods obtain a certain solution. In contrast

with TSP, generated weight matrices are essentially dense, and in

general they are easy problems.
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Figure 8: Scaling of the search ratewhen increasing the num-
ber of GPUs.

4.2 Time-to-solution
Table 1 summarizes the results of time-to-solution. Target values are

regarded as the best-known solution or those of close to it. Table 1

(a) shows the results of the Max-Cut, including various graphs with

800–10000 vertices. The results show that our ABS provides the

exact solution for an 800-bit problem and 95%-accurate solutions

for up to 10000-bit problems within one second. G-set includes two

types of graphs in terms of weights. Intuitively, weighted graphs

are harder to solve than unweighted graphs, and it takes much time.

Table 1 (b) shows the results of TSPLIB. Our ABS provides the

best-known solutions for problems of less than 1k bits. When the

number of bits exceeds 1k, problems rapidly becomes hard, and

thus we target solutions with 10% more values than best-known

ones. In particular, it takes about six seconds to solve berlin52. This

result suggests the hardness of TSP.

Table 1 (c) shows the results of synthetic random problems. Since

these problems are randomly generated, we compute good solutions

by repeating searches until convergence and regard them as best-

known solutions. The results show that our ABS quickly finds good

solutions for problems with 1k–32k bits.

4.3 Throughput
Table 2 shows the results of search rate for synthetic random prob-

lems with various bits per thread. Bits per thread determines the

number of threads in a CUDA block and the number of active CUDA

blocks in a GPU, and consequently the execution time change. For

example, if the number of bits per thread increases, sequential pro-

cessing in each thread increases. On the other hand, computing

the minimum value between threads takes less time. The number

of active blocks is automatically selected so that the occupancy

becomes 100%. The search rate denotes the number of evaluated

solutions per unit time introduced in [22]. The results show that our

ABS attains at most 1.24T solutions search per second. It is about 60

times faster than FPGA-based QUBO solver reported in [22] with

the same bit size. As shown in Figure 8, the search rate linearly

increases with the number of GPUS, and thus our ABS is scalable.

Lastly, Table 3 compares our ABS and existing systems. As shown

in the table, our ABS supports a large number of bits and provides

high search rate and various benchmark results. A GPU implemen-

tation of the simulating adiabatic bifurcations [13] supports the

maximum number of bits because spins are divided into eight GPUs,
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Table 1: Results of time-to-solution.

(a) Max-Cut from G-set

Graph # Bits (vertices) Type Edge weight Target value Time (s)
G1 800 random +1 11624 (best-known) 0.0723

G6 800 random ±1 2178 (best-known) 0.106

G22 2000 random +1 13225 (99% of best-known) 0.110

G27 2000 random ±1 3308 (99% of best-known) 0.721

G35 2000 planar +1 7611 (99% of best-known) 0.208

G39 2000 planar ±1 2384 (99% of best-known) 1.89

G55 5000 random +1 9785 (95% of best-known) 0.150

G70 10000 random +1 9112 (95% of best-known) 0.360

(b) TSP from TSPLIB

Problem # Bits Target value Time (s)
ulysses16 225 6859 (best-known) 0.11

bayg29 784 1610 (best-known) 0.69

dantzig42 1681 734 (best-known +5%) 1.25

berlin52 2601 7919 (best-known +5%) 1.79

st70 4621 742 (best-known + 10%) 4.19

(c) Synthetic random problems

# Bits Target energy Time (s)
1024 -182208337 (best-known) 0.0172

2048 -518114192 (best-known) 0.0413

4096 -1466369859 (best-known) 1.04

16384 -11631426556 (99% of best-known) 0.417

32768 -33115098990 (99% of best-known) 1.79

Table 2: Throughput results for synthetic random problems with 100% of occupancy.

# Bits Bits per thread # Threads/block # Active blocks/GPU Search rate (T/s)
1 1024 68 0.221

2 512 136 0.480

1k 4 256 272 0.924

8 128 544 1.12

16 64 1088 1.24
2 1024 68 0.304

4 512 136 0.564

2k 8 128 272 0.821

16 64 544 1.01
32 32 1088 0.807

4 1024 68 0.407

4k 8 512 136 0.590

16 256 272 0.732
32 128 544 0.495

8 1024 68 0.421

8k 16 512 136 0.537
32 256 272 0.427

16k 16 1024 68 0.578
32 512 136 0.513

32k 32 1024 68 0.439

each of which performs searches for 13,100 spins. In contrast, each

GPU in our ABS independently performs local searches for all of

the spins, which increases the search rate.

5 CONCLUSIONS
In this paper, we have proposed the adaptive bulk search (ABS), a
framework for solving quadratic unconstrained binary optimization

(QUBO) problems, which is equivalent to solving fully-connected

Ising models. ABS consists of a CPU host and GPU devices and they

asynchronously perform a genetic algorithm and local searches

in parallel. For GPUs, we have proposed an efficient algorithm to

compute the energy function using difference computation com-

bined with genetic algorithm and a straight search. Combining

their algorithms enables us to search a large number of various

solutions with O(1) search efficiency, i.e., O(1) computational costs

for evaluating one solution.
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Table 3: Comparison between our system and main existing systems.

D-Wave Ref. [22] Ref. [29] Ref. [13] Our ABS
Number of bits 2,048 1,024 4,096 100,000 32,768

Connection Chimera graph fully-connected fully-connected fully-connected fully-connected

Search rate N/A 20.4G N/A N/A 1.24T

Benchmark N/A TSP Random Max-Cut Random Max-Cut G-set Max-Cut, TSPLIB,

16-bit synthetic random

Technology D-Wave 2000Q Intel Arria 10 GX Intel Arria 10 GX1150 NVIDIA Tesla NVIDIA GeForce

FPGA FPGA V100-SXM2 GPU ×8 RTX 2080 Ti GPU ×4

We have implemented our ABS on a multi-GPU system with

four GPUs. Our ABS with NVIDIA GeForce RTX 2080 Ti GPU sup-

ports QUBO problems with up to 32k variables and 16-bit weights.

Our experimental results show that our ABS solves Max-Cut, TSP,

and synthetic random problems. The results also show that our

ABS implementation attains up to 1.24T search rate, which is 60×

faster than the existing system, due to our efficient algorithms and

high parallelism of multi-GPUs (at most 1088 × 4 = 4352 CUDA

blocks perform searches in parallel). Since our ABS is scalable, more

powerful systems would attain higher performance.

Future work will focus on applying our ABS to other applica-

tions and hardware. By studying a specific application, tailored

algorithms for each application can be designed. As suggested in

our results, the hardness of QUBO instances depends on the applica-

tions. Alternatively, an application-agnostic universal QUBO solver

can be considered. To this end, each CUDA block would perform

different algorithms and possibly they are changed automatically.
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